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In this lecture
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 The consensus problem: (Sketch of) proofs of convergence

 Effects of lower/higher connectivity

 Results for different graphs (disconnected, time varying topologies)

 Gossip consensus
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(Recall) The consensus protocol in discrete time

3

 Compact form:

 Undirected graphs: weight matrices that are “doubly stochastic”

 For instance, is the Perron matrix (obtained from the Laplacian) 
doubly stochastic?:

 The Laplacian and Degree matrices (Framework): 

 Yes, it is stochastic (and doubly stochastic since it is symmetric)

(with α positive 0 < α < 1/(2N))

𝐱𝐱 k + 1 = W 𝐱𝐱(k)

W 𝟏𝟏 = 𝟏𝟏 𝟏𝟏𝑻𝑻W = 𝟏𝟏𝑻𝑻 𝟏𝟏 = (1, … , 1)𝑇𝑇

W = I − α L

L 𝟏𝟏 = 𝟎𝟎

W 𝟏𝟏 = I − α L 𝟏𝟏 = 𝟏𝟏 − α L𝟏𝟏 = 𝟏𝟏 − 𝟎𝟎 = 𝟏𝟏
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𝐿𝐿 = Δ − 𝐴𝐴 Δ = 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑑𝑑𝑖𝑖) = 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 �
𝑗𝑗=1

𝑁𝑁

𝐴𝐴𝑖𝑖𝑗𝑗



(Sketch of) proof of convergence
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 Formal definition of (average) consensus:

 We try to prove that:

for connected undirected graphs

 Is the “average kept”?   (recall that                       )  Proof: 

 So yes, the average is kept

lim
𝑘𝑘 →∞

𝐱𝐱(k) =
𝟏𝟏𝟏𝟏𝑇𝑇

𝑁𝑁
𝐱𝐱 0 =

𝑥𝑥1 0 + 𝑥𝑥2 0 + ⋯+ 𝑥𝑥𝑁𝑁 0
𝑁𝑁

𝟏𝟏 =
avg
⋮

avg

𝟏𝟏𝑻𝑻W = 𝟏𝟏𝑻𝑻

lim
𝑘𝑘 →∞

𝐱𝐱(k) =
𝟏𝟏𝟏𝟏𝑇𝑇

𝑁𝑁
𝐱𝐱 0

𝐱𝐱 k + 1 = W 𝐱𝐱(k)
𝟏𝟏𝟏𝟏𝑇𝑇

𝑁𝑁
𝐱𝐱 k + 1 =

𝟏𝟏𝟏𝟏𝑇𝑇

𝑁𝑁
W 𝐱𝐱 k =

𝟏𝟏𝟏𝟏𝑇𝑇

𝑁𝑁
𝐱𝐱 k =

𝟏𝟏𝟏𝟏𝑇𝑇

𝑁𝑁
W 𝐱𝐱 k − 1 = ⋯ =

𝟏𝟏𝟏𝟏𝑇𝑇

𝑁𝑁
𝐱𝐱 0
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(Sketch of) proof of convergence
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 Error vector:

 Does the error vector have zero-mean? => Yes!

 Thus:

 Error dynamics (combining all the previous ideas): 

e k ≜ 𝐱𝐱 k − 𝟏𝟏𝟏𝟏𝑇𝑇

𝑁𝑁
𝐱𝐱 0

e k + 1 = 𝐱𝐱 k + 1 − 𝟏𝟏𝟏𝟏𝑇𝑇

𝑁𝑁
𝐱𝐱 0 = W 𝐱𝐱 k − 𝟏𝟏𝟏𝟏𝑇𝑇

𝑁𝑁
𝐱𝐱 0 =

W 𝐞𝐞 k +
𝟏𝟏𝟏𝟏𝑇𝑇

𝑁𝑁
𝐱𝐱 0 −

𝟏𝟏𝟏𝟏𝑇𝑇

𝑁𝑁
𝐱𝐱 0 = W𝐞𝐞 k = W −

𝟏𝟏𝟏𝟏𝑇𝑇

𝑁𝑁
𝐞𝐞 k

𝟏𝟏𝟏𝟏𝑇𝑇

𝑁𝑁
e k ≜ 𝟏𝟏𝟏𝟏𝑇𝑇

𝑁𝑁
𝐱𝐱 k − 𝟏𝟏𝟏𝟏𝑇𝑇

𝑁𝑁
𝐱𝐱 0 = 𝟎𝟎

W −
𝟏𝟏𝟏𝟏𝑇𝑇

𝑁𝑁
𝐞𝐞 k = W 𝐞𝐞 k
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(Sketch of) proof of convergence
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 Error dynamics:

 Norm of the error vector

 With more space/time, it can be proved (Laplacian entries + basic 
norm rules) that

e k = W − 𝟏𝟏𝟏𝟏𝑇𝑇

𝑁𝑁
𝐞𝐞 k − 1 = ⋯ = W − 𝟏𝟏𝟏𝟏𝑇𝑇

𝑁𝑁

𝑘𝑘
𝐞𝐞 0

𝐞𝐞 k ≤ ⋯ ≤= W −
𝟏𝟏𝟏𝟏𝑇𝑇

𝑁𝑁

𝑘𝑘

𝐞𝐞 0

W −
𝟏𝟏𝟏𝟏𝑇𝑇

𝑁𝑁
< 1

1.01𝑘𝑘0.9𝑘𝑘0.4𝑘𝑘 (−0.9)𝑘𝑘

k= 0. . 10
(Proof completed)
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Effects of lower/higher connectivity
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 Adding links                  higher connectivity

 Deleting links
 Adding robots (with few additional links)     

𝐞𝐞 k ≤ ⋯ ≤= W −
𝟏𝟏𝟏𝟏𝑇𝑇

𝑁𝑁

𝑘𝑘

𝐞𝐞 0W −
𝟏𝟏𝟏𝟏𝑇𝑇

𝑁𝑁
< 1

0.9𝑘𝑘0.4𝑘𝑘

k= 0. . 10

lower 
connectivity

Seen in 
Exercise 1 
(colab & 
python)
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Results on disconnected graphs
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W1 −
𝟏𝟏𝟏𝟏𝑇𝑇

𝑁𝑁
< 1

0.9𝑘𝑘0.4𝑘𝑘k= 0. . 10

Independent systems:
 Different rates

 Different consensus values

W =

W2 −
𝟏𝟏𝟏𝟏𝑇𝑇

𝑁𝑁
< 1

Seen in 
Exercise 

1 (colab & 
python)
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Results on time-varying graphs
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0.9𝑘𝑘0.4𝑘𝑘k= 0. . 10

If the union of the graphs 
that occur infinitely often is 

jointly connected

W1 W2 W3W =

� =

Convergence rate? More, e.g., existence 
of an interval of joint connectivity

Seen in 
Exercise 1 
(colab & 
python)
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Gossip consensus
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+ The union of the graphs 
that occur infinitely often is 

jointly connected

xi k + 1 =
xi k + x𝑗𝑗 k

2

x𝑗𝑗 k + 1 =
xi k + x𝑗𝑗 k

2
xi′ k + 1 = xi′ k

� =

i

j

(…)

Is convergence ensured?  
What are the Metropolis 
weights at each step?

Seen in Exercise 1 
(colab & python)
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Select 1 link 
randomly

Select 1 link 
randomly
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The last two results are important because…
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xi k + 1 =
xi k + x𝑗𝑗 k

2

x𝑗𝑗 k + 1 =
xi k + x𝑗𝑗 k

2
xi′ k + 1 = xi′ k

 Synchronous / asynchronous multi-robot systems

o Impose synchronism? (“rounds”)
o What if a robot fails / leaves to 

perform other tasks?

https://www.youtube.com/watch?v=ZbkPJPg4kJY

o Which level of synchronization do 
these methods require?

Fixed graphs, classical consensus:

xi k + 1 = xi k + 𝛼𝛼 �
𝑗𝑗 𝜖𝜖 𝑁𝑁𝑖𝑖

(x𝑗𝑗 k − x𝑖𝑖 k )

Gossip consensus:

o How relevant is the period t=kT?
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Image: Laboratories GmbH, CC BY-SA 3.0 
<https://creativecommons.org/licenses/by-sa/3.0>, via Wikimedia 

Commons. https://commons.wikimedia.org/wiki/File:KUKA_omniRob.jpg

Swarm of drones

Team of mobile manipulators

https://www.youtube.com/watch?v=ZbkPJPg4kJY
https://commons.wikimedia.org/wiki/File:KUKA_omniRob.jpg


Exercise 2: ROS & multi-node
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xi k + 1 =
xi k + x𝑗𝑗 k

2

x𝑗𝑗 k + 1 =
xi k + x𝑗𝑗 k

2
xi′ k + 1 = xi′ k

 Synchronous / asynchronous multi-robot systems

(Fixed graphs, classical consensus)

xi k + 1 = xi k + 𝛼𝛼 �
𝑗𝑗 𝜖𝜖 𝑁𝑁𝑖𝑖

(x𝑗𝑗 k − x𝑖𝑖 k ) Gossip consensus

Topics: asynchronous
communication 

Services: synchronous
communication
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blahbla
hblah

Publisher 
node

Subscriber 
nodeSubscriber 

nodeSubscriber 
nodeSubscriber 

node

Topic

Client 
node

Server
node

Service request

(waiting)

Client 
node

Server
node

Service response

Image turtlebot: Kuscu0, CC BY-SA 4.0 <https://creativecommons.org/licenses/by-sa/4.0>, via Wikimedia Commons. 
https://commons.wikimedia.org/wiki/File:TurtleBot3_Burger.jpg Remaining images:  created by the lecturers of the course
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Dynamic consensus
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 To track the average of references that change along time

 Each i robot measures ri(k). It initializes its state:

𝒓𝒓𝒊𝒊 k

𝒓𝒓𝒂𝒂𝒂𝒂𝒂𝒂 k =
𝒓𝒓𝟏𝟏 k + ⋯+ 𝒓𝒓𝑵𝑵 k

𝑁𝑁

𝒙𝒙𝒊𝒊 0 = 𝒓𝒓𝒊𝒊 0

𝒙𝒙𝒊𝒊 k = 𝒓𝒓𝒊𝒊 k − 𝒓𝒓𝒊𝒊 k − 1 +

+𝒙𝒙𝒊𝒊 k − 1 − 𝛼𝛼∑𝑗𝑗𝜖𝜖𝑁𝑁𝑖𝑖 𝒙𝒙𝒊𝒊 k − 1 − 𝒙𝒙𝒋𝒋 k − 1

Reference 
increment

Consensus

Multirobot Systems. Creative commons Attribution-NonCommercial-ShareAlike 3.0
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Dynamic consensus
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 Convergence in undirected connected graphs
 Conditions:

o Parameter properly selected

o The reference increments are bounded

 Then, the states converge to a neighborhood of the average of 
the references

𝐫𝐫𝐦𝐦𝐦𝐦𝐱𝐱 = max
k

(𝐈𝐈 − 𝟏𝟏 𝟏𝟏T/n)(𝐫𝐫 k − 𝐫𝐫(k + 1)) 2 finite

𝛼𝛼 ∈ 0,
1

𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚

lim
k→∞

xi k − ravg k ≤
rmax

α λ2

𝒓𝒓𝒂𝒂𝒂𝒂𝒂𝒂 k

(Framework) 
Algebraic connectivity

Multirobot Systems. Creative commons Attribution-NonCommercial-ShareAlike 3.0



Dynamic consensus
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 Convergence in undirected connected graphs

 The states converge to a neighborhood of 

𝐫𝐫𝐦𝐦𝐦𝐦𝐱𝐱 = max
k

(𝐈𝐈 − 𝟏𝟏 𝟏𝟏T/n)(𝐫𝐫 k − 𝐫𝐫(k + 1)) 2 finite𝛼𝛼 ∈ 0,
1

𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚

lim
k→∞

xi k − ravg k ≤
rmax

α λ2

𝒓𝒓𝒂𝒂𝒂𝒂𝒂𝒂 k

(Increase connectivity)λ2

Neighborhood shrinks (more accurate)

More communication links ?

Multirobot Systems. Creative commons Attribution-NonCommercial-ShareAlike 3.0
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Dynamic consensus

16

 Convergence in undirected connected graphs

 The states converge to a neighborhood of 

𝐫𝐫𝐦𝐦𝐦𝐦𝐱𝐱 = max
k

(𝐈𝐈 − 𝟏𝟏 𝟏𝟏T/n)(𝐫𝐫 k − 𝐫𝐫(k + 1)) 2 finite𝛼𝛼 ∈ 0,
1

𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚

lim
k→∞

xi k − ravg k ≤
rmax

α λ2

𝒓𝒓𝒂𝒂𝒂𝒂𝒂𝒂 k

(there is a limit !)α

Any other alternatives to shrink the 
neighborhood?

Update more frequently (reference 
increments between k and k+1 

smaller)

Multirobot Systems. Creative commons Attribution-NonCommercial-ShareAlike 3.0
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More results for other graphs
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 Strongly connected directed graphs:

 Convergence to consensus (not average!)

where w is the left eigenvector of W associated with the eigenvalue 1

𝐱𝐱 k + 1 = W 𝐱𝐱(k)

• (Framework) A directed graph is said strongly connected if there exists 
a (directed) path joining any two nodes

• (Framework) dmax is the maximum degree (max. number of neighbors)

W = 𝐈𝐈 − 𝛼𝛼 𝐋𝐋 𝛼𝛼 ∈ 0,
1

𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚

lim
𝑘𝑘 →∞

𝐱𝐱(k) =
𝟏𝟏𝒘𝒘𝑇𝑇

𝒘𝒘𝑇𝑇𝟏𝟏
𝐱𝐱 0 =

𝑤𝑤1𝑥𝑥1 0 + 𝑤𝑤2𝑥𝑥2 0 + ⋯+ 𝑤𝑤𝑁𝑁𝑥𝑥𝑁𝑁 0
𝑤𝑤1 + 𝑤𝑤2 + ⋯+ 𝑤𝑤𝑁𝑁

𝟏𝟏 =
consen.

⋮
consen.

𝒘𝒘𝑇𝑇𝑊𝑊 = 𝒘𝒘𝑇𝑇

Key idea: consensus (not necessarily the average)
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More results for other graphs
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 Weakly connected directed graphs with leaders and followers
 Leader robots: 
 Follower robots:

 One leader: asymptotic convergence of followers to the leader state
 Several leaders (containment control): asymptotic convergence of 

followers to the convex hull of the leader states (minimal convex set 
containing all the leader states, formally:)

𝒙𝒙𝒊𝒊 k + 1 = 𝒙𝒙𝒊𝒊 k − 𝛼𝛼 �
𝑗𝑗 ∈𝑁𝑁𝑖𝑖

𝒙𝒙𝒊𝒊 k − 𝒙𝒙𝒋𝒋 k

• (Framework) Ni are the neighbors of robot i
• Here, neighbors include leaders and followers

𝒙𝒙𝒊𝒊 k + 1 = 𝒙𝒙𝒊𝒊 k
Seen in Exercise 1 
(colab & python)

Multirobot Systems. Creative commons Attribution-NonCommercial-ShareAlike 3.0

ConvexHull 𝑧𝑧1,⋯ , 𝑧𝑧𝑁𝑁 = ∑𝑖𝑖=1𝑁𝑁 𝑑𝑑𝑖𝑖𝑧𝑧𝑖𝑖 |𝑑𝑑𝑖𝑖 > 0,𝑑𝑑1 + ⋯+𝑑𝑑𝑁𝑁= 1



Main ideas in this lecture ?

 Main results (and sketch of the proof) on 

convergence of the consensus protocol

 Different communication schemes

 Gossip: only requires synchronizing 2 robots

 Dynamic consensus (tracking the average)

 Some results for other graphs

 (…) Tons of additional theoretical / applied 

results in the literature ! 

19Multirobot Systems. Creative commons Attribution-NonCommercial-ShareAlike 3.0



Next session (the last session of this Part)
 Lab: multi-node or multi-robot (gossip, asynchronous)
 Rendezvous
 Deployment on a line

 Lab environment: Colab / Python / SmallWorl2D / ROS / ROS 

turtlesim / ROS & Gazebo (have your setup ready)

20Multirobot Systems. Creative commons Attribution-NonCommercial-ShareAlike 3.0
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